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 Real-world Summarization task
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• Summarization is ubiquitous in daily life, 
from briefing friends on the latest news to 
condensing seminar talks for colleagues


• Automated summarization is a central 
problem in natural language processing


• What do we know about summarization in 
psychology?


A: Could you recap that 
seminar talk for me? 

B: Of course! …

Poses challenges of 
natural language 
understanding & 
generation
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• In psychology, well-controlled, 
isolated tasks are used to study 
specific cognitive functions, with the 
goal of advancing our understanding of 
real-world behaviors

Lab studies: 

Decision making 
task 

Category learning 

. 

. 

.

Real-world 
tasks: 

Decision making 

Classification 

Summarization 
. 
.
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Lab studies: 

Decision making 
task 

Category learning 

?

Real-world 
tasks: 

Decision making 

Classification 

Summarization

• Some real-world tasks have a clear 
correspondence to simplified lab tasks


• However, summarization lacks a 
laboratory counterpart



 Proposing a relationship between summarization and memory recall

8

Lab studies: 

  

Memory recall 
task 

 

Real-world 
tasks: 

  

Summarization 
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• One's ability to provide good 
summaries is constrained by their 
ability to recall information from the 
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• Summarization matches how we 
recall in everyday life, operating 
under time and effort constraints
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• One's ability to provide good 
summaries is constrained by their 
ability to recall information from the 
original source.


• Recall in everyday life resembles 
summarization, operating under time 
and effort constraints

We should expect recall to reflect 
patterns of summarization.

We should expect summarization 
to reflect patterns of recall. A: Could you recap that 

seminar talk for me? 

B: Of course! …

This movie I 
recently saw..
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• We will formally analyze the relationship between summarization and recall, 
examining the similarities and differences between them

Lab studies: 

  

Memory recall 
task 

 

Real-world 
tasks: 

  

Summarization 
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4. Recall reflects summarization characteristics 

5. Differences between recall and summarization
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843 stories (8-70 sentences) & recalls (1-55 sentences),

(Naturalistic version of standard free recall task)

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

302 news articles (6-110 sentences) & summaries (1-4 sentences)

2279 autobiographical stories (13-34 sentences) & 

summaries (1-7 sentences)

42,139 autobiographical stories (1-453 sentences) & 

summaries (1-23 sentences) Kim, B. et al. (2019)

Sap, M. et al. (2022)

Zhang, T. et al. (2024)

Georgiou, A. et al. (2023)
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843 stories (8-70 sentences) & recalls (1-55 sentences),

(Naturalistic version of standard free recall task)

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Standard free recall task Narrative free recall task
 Presentation list: 

 Cat 

 Sky

 Sigil 

 …

 Recall list: 

 Sky

 Sigil 

 …

 Source:

 In the neighborhood I grew up in, Mrs.

 Baker was the resident cat lady. She

 had adopted at least …

 Recall:

 There was a girl who lived next door to 

 A woman who had 20 cats (or so) plus

 her son. Her son …

Georgiou, A. et al. (2023)
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To test whether summarization involves processes of memory recall,

we borrow methods from memory literature to carry out temporal analysis on 

summarization data

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       
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• In standard free recall, mapping is 
straightforward; a recalled item is 
mapped to an item on the 
presentation list


• The serial positions of the 
presentation list items are used to 
analyze temporal dynamics in recall
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• With summaries, every summary 
sentence is mapped to one source 
sentence using METEOR score


• Instead of serial position, normalized 
sentence positions are used to 
analyze temporal dynamics of 
different source lengths together
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Banerjee, S. et al. (2005)
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Banerjee, S. et al. (2005)
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Cornell, C.A. et al. (2024)
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Primacy

effect

Recency

effect
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Cornell, C.A. et al. (2024)



 Temporal analysis: Probability of first recall

31

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Primacy

effect

Recency

effect



 Temporal analysis: Probability of first recall

32

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Primacy

effect

Recency

effect



 Temporal analysis: Probability of first recall

33

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Primacy

effect

Recency

effect
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Temporal 
contiguity
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Temporal 
contiguity

Forward 
asymmetry
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Summarization data demonstrated effects 

similar to those observed in free recall literature, 


supporting our hypothesis that it involves processes of memory recall
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

To test whether naturalistic recall resembles summarization,

we examine narrative free recall for the centrality effect seen in summarization
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• Studies of summarization have shown that subjects identify and 
include ‘important’ content from the source when they 
summarize


• We get the semantic representation of the source:  
• METEOR score used to get the semantic similarity between all 

pairs of sentences

• We then run PageRank on this graph to quantify how central 

each sentence is to the source (Semantic centrality)

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Omanson, R. C. (1982), Winograd, P. N. (1984), Kintsch, W. et al. (1978), Lemaire, B. et al. (2005)
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Kintsch, W. (2002), Lee, H. et al. (2022), Anthony, J. et al. (2024), Griffiths, T. L. et al. (2007)

• Studies of summarization have shown that subjects identify and 
include ‘important’ content from the source when they 
summarize


• We extract the semantic representation of the source:  
• The semantic similarity between all pairs of sentences is 

quantified using METEOR score

• We then run PageRank on this graph to quantify how central 

each sentence is to the source (Semantic centrality)

Sentences

Semantic 
similarity 
between 

sentences

Omanson, R. C. (1982), Winograd, P. N. (1984), Kintsch, W. et al. (1978), Lemaire, B. et al. (2005)
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• Semantic representation of the source:

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       



 Semantic centrality analysis of narrative free recall and summaries

44

• Semantic representation of the source:

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

High centrality 
group

Low centrality 
group
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*** *** *****

Sentences with high semantic centrality are more likely to be recalled
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Lee, H. et al. (2022), Anthony, J. et al. (2024)

*** *** *****

Sentences with high semantic centrality are more likely to be recalled

• This result aligns with existing literature that uses movies as 
naturalistic stimuli to explore memory behaviors
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Narrative free recall data demonstrated a semantic centrality effect similar to that 
observed in summarization, suggesting that omitting less important details is 

strategic in more realistic recall settings
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1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

We started with similarities, but there might be differences between the tasks:

Summarization may operate at a high level of hierarchy in the source, 


whereas narrative free recall may operate at lower levels
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• We analyze transitions that a 
summary or recall makes as it unfolds 
on 4 levels of source segmentation 

• Segmentation done using 
probabilities from a language model 
(gpt-2-xl) and Bayesian Surprise*

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       



 Transition analysis

51

• We analyze transitions that a 
summary or recall makes as it unfolds 
on 4 levels of source segmentation 

• Segmentation done using 
probabilities from a language model 
(gpt-2-xl) and Bayesian Surprise*

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       



 Transition analysis

52

• We analyze transitions that a 
summary or recall makes as it unfolds 
on 4 levels of source segmentation 

• Segmentation done using 
probabilities from a language model 
(gpt-2-xl) and Bayesian Surprise*

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Previously used source sentences:
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• We analyze transitions that a 
summary or recall makes as it unfolds 
on 4 levels of source segmentation 

• Segmentation done using 
probabilities from a language model 
(gpt-2-xl) and Bayesian Surprise

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

Kumar, M. et al. (2023)



We propose that summaries operate at a coarse-grained, high level of hierarchy, 

skipping over minor details
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For coarse segmentation, 

nearby segments are recalled/summarized successively in all datasets



 Cross-scale transition analysis: Conditional response probability

69

•  

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

For fine-grained segmentation,

strong temporal contiguity was only observed in narrative free recall

For coarse segmentation, 

nearby segments are recalled/summarized successively in all datasets
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•  
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For fine-grained segmentation,

strong temporal contiguity was only observed in narrative free recall

For coarse segmentation, 

nearby segments are recalled/summarized successively in all datasets
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•  

1. Motivation                  2. Datasets                       3. Summary == Recall                    4. Recall == Summary                  5. Differences       

The Narrative free recall dataset maintains fine-grained temporal contiguity while 
summarization datasets operate at a coarser scale of events
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1. Narrative recall & summarization show patterns of primacy, recency & 
temporal contiguity observed in standard free recall literature


2. Narrative recall & summarization show the centrality effect observed in 
summarization literature


3. Unlike narrative recall, summarization operates at a coarse-grained, high 
level of hierarchy, skipping over minor details


4. Our work links the tasks of memory recall & summarization, providing 
insights into the task of summarization and opening up opportunities to use 
summarization as a naturalistic task to study memory recall
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